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Motivation
• AI becomes more and more important - e.g. autonomous railway systems

• Hard to verify with classical approaches like formal methods

• Goals/Challenges:
• Verification & Certification of autonomous railway systems
• Study impact of AI failures
• Establish effective counter-measures



Measures towards certification
for AI-based obstacle detection



Case Study



Idea 1: Formal B Model
Study impact of AI for behavior of overall system



Formal Model: DEMO



Formal Model
Requirements (abbreviated):

• Mission Order: Drive along route - recognize all
objects correctly

• REC1-5: Perception system must recognize all
objects better than humans

• SAF1-5: When all objects are recognized correctly
- there are no accidents

• PROP1: Safety-critical situations shall occur less
frequently than with humans

• PROP2: Probability of achieving Mission Order
shall better than with humans



Validation and Verification
• Mission Order

• validated by traces with different variations for correct/incorrect/non-detection
• evaluate impact of AI flaws

• SAF1-5 - validated by LTL model checking - on reduced models

• PROP1 and PROP2
• validated by simulation + hypothesis testing (artificial values for probabilities)
• estimate likelihood of accidents

• REC1-5 - certificate checking; hard to verify with formal methods



Idea 2: Certified Control
Runtime Monitoring/Verification of AI Object Detection



Origin of “Certified Control”

https://iaa.jhu.edu/event/iaa-seminar-series-daniel-jackson-mit/



Certified Control

• Main perception and control subsystems provide a certificate
• Certificate is checked by a verified certificate checker (trusted base)
• Allows for verification of perception system properties, without AI verification
• Do we need an entirely new kind of AI? Not always!
• We developed a prototype for one specific use case using only existing Models



Idea 2: Certified Control
Implement and evaluate it in the context of our case study

Certificate

Certificate
Checker Steering

System

OK

YOLO v8
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shunting signs
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feature detection
Certificate = formally verifiable explanation



Erroneous classification detected by checker:

Signal Sh2
Protective STOP



Correct classification rejected by checker:

the certificate
checker may
also reject

correct classifications



Certified Control: Challenges/Problems

• Not a proof of correct classification results
• Gain Accuracy at the cost of Recall (Trade off depends on the exact implementation)
• Individual Solution for each safety property required => expensive
• Does not address non detections (false negatives)

Solutions - if sign is not detected by AI:
1. provide location of signals/signs - go into a safe mode - when no sign detected where
expected,
2. or accept AI can make errors - conduct a probabilistic analysis (SimB)



Conclusion
• Tooling with ProB
• Validation:

• Check individual scenarios - evaluate impact of AI flaws
• Run simulations with various assumptions - estimate

likelihood of accidents
• Verification:

• Model checking – on reduced models
• Formal proof still challenging
• Certificate checking for perception system



Models are available at:
https://github.com/hhu-stups/kilok_shunting_model

https://github.com/hhu-stups/kilok_shunting_model


Thank you for your attention!



APPENDIX



KI-LOK Formal Model

• Formal B system model of

• Deterministic steering system of shunting movements

• Environment (points, signals, derailers, obstacles)

• AI: correct/false/non-detection of objects

Formal B Model

AI System



Side-note:
Industrial Usage of B and Event-B

Software
(30% of CBTC systems worldwide

use B software) System Analysis & Safety CaseSystem Specification &
Executable Model

Data & Config. Validation









Approaches in this Work

• Certified Control - for V&V of perception system
• Formal Methods - for V&V of steering system



Machine Hierarchy



Mission Order
Drive from the current position on track 347 to position B on track 855.
Position B is defined as wagon C55’s position (QR code).
Approach the wagon to the clutch position.
Recognise all field elements and people.
The task for the system: Recognise the described field elements (points,
derailers, brake shoes) and signals reliably.



Mission Order
1. Drive from the current position on track 347a to the stop signal and point
2. Recognise stop signal and point position
3. Enter 855a and drive to the derailer
4. Recognise derailer
5. Enter 855b and approach wagon to the clutch position
6. Recognise the person and the wagon

Steps (2), (4) and (6) must recognise field elements or people correctly,
otherwise, the Mission Order might not be achieved.



Mission Order
• Validation by 24 traces with different variations:

• Neither wagon nor person recognised correctly — leads to collision with both
• Person recognised correctly, but not wagon — leads to collision with wagon
• Active derailer not recognised correctly — leads to the train entering a section where collision is possible
• Neither stop signal nor moving point position recognised correctly — leads to the train derailing
• Point position recognised correctly, but not stop signal — leads to the train entering a section where collision is

possible



Safety Properties: SAF1 – SAF5

Validation by LTL Formula:

G({“train moves forwards” ⇒
Y (“control unit updates decision to move train forwards” ∧

“train detected all signals correctly” ∧
“train detected points correctly”∧
“train detected obstacles correctly” ∧
“train detected track correctly”})

⇒ G({“train does not reach safety-critical situation”})

SAF1-5: When point positions, stop signals, derailers, and obstacles are recognised correctly, the train
must not enter a safety-critical state (train derailing, train entering a blocked session, or collision with an
obstacle).



Model Checking
– CD = Correct Detection, WS = Wrong Signals, WP = Wrong Detection

of Points, WP_DT = Update detected track



Simulation with SimB



Probabilistic Property: PROP1

Validation by Simulation:

SIM(ending: “train reaches the end of 855b” ∨
“train reaches the end of 347c” ∨
“train reaches a safety-critical situation”

prop: “train never reaches a safety-critical situation”
check: HYPOTHESIS
procedure: LEFT_TAILED
probability: 0.999
α: 0.001)

PROP1: When driving along the route from 347a to 855b, safety-critical situations (train derailing, train
entering a blocked section, collision with wagon or person) must occur less frequently with KI-LOK than with
humans



Probabilistic Property: PROP2

Validation by Simulation:

SIM(ending: “train reaches the end of 855b” ∨
“train reaches the end of 347c” ∨
“train reaches a safety-critical situation”

prop: “train reaches the end of 855b safely”
check: HYPOTHESIS
procedure: LEFT_TAILED
probability: 0.999
α: 0.001)

PROP2: The probability of achieving the mission order by KI-LOK must be
as good as humans



Validation and Verification: Challenges/Problems

• Validation:
• Traces only cover parts of state space
• Probabilities for simulation

• Verification:
• Model checking struggles with state space explosion
• Proving very hard on our model
• Perception System (REC1-REC5) - hard to verify with formal methods - use
certificate checking



Sign Detection + Certificate Checker
Our Implementation

• Various Yolo v8 models trained for shunting signs
• Certificate: bounding box and class of detected sign
• Certificate checker

• hand-written using OpenCV
• feature detection + rules

Signal Sh2
Protective STOP

Signal Sh0
STOP!

Signal Sh1
Shunting permitted

etc.



Related Work
– New standardisation approaches, e.g., UL4600 standard

– Several approaches for verifying neural networks - do not scale for our properties and network

– Several railway systems: Abrial’s interlocking model, CBTC, Hybrid Level 3, ... - especially older railway systems -
do not cover AI aspect


